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PREFACE

Major institutional, technological and economic changes happening during the decade of the eighties, af-
fected socio-economic time series in such a way, that it became necessary to modify the 1980 version of the
X11ARIMA seasonal adjustment method, in order to produce reliable estimates for a large class of series.

Since the X11ARIMA method is applied worldwide by the mayority of statistical bureaus, many central
banks, financial institutions, governments and universities, the changes introduced resulted from several
years of research and extensive discussions with major users. The modifications were done on both parts of
the program, the X11 filters and the ARIMA modelling.

Among the various new features, X11ARIMA/88 offers:

— A new set of built-in ARIMA models;

— Variable forecasting horizons;

— Estimation of Easter Effects;

— Automatic selection of the seasonal filters;

- Automatic removal of trading-day variations and Easter effects before ARIMA modelling;
— Permanent and/or temporary a-priori adjustments of original observations;

— New graphs and user-specified printouts.

The X11ARIMA/88 user-interface differs greatly from the 1980 version. The columncard orientation has
been replaced by a user-friendly, free format, keyword based system. Furthermore, given the great diffu-
sion of microcomputers, a version has been developed for IBM PC or compatible which produces the same
results as the mainframe version.

Chapter I discusses the foundations of the X11ARIMA seasonal adjustment method main advantages
over the Old U.S. Bureau of Census Method II-X11 variant. Chapter II introduces the seasonal adjustment
of composite series. Chapter III deals with the new features of X11ARIMA/88 and finally, Chapter IV ana-
lyses the seasonal adjustment of the Index of Industrial Production of the Basque Country.



1. FOUNDATIONS OF THE X11ARIMA SEASONAL ADJUSTMENT METHOD

Section 1.1. Introduction

The majority of the seasonal adjustment methods so far developed are based on univariate time
series models. They are selected mainly for their simplicity and can be applied without specialized
knowledge in a subject matter field.

A few attempts have been made to estimate seasonals based on causal explanations but none of
them reached further than the experimental stage. Mendershausen (1939), for instance, tried to
regress the seasonal for each month on a set of exogenous variables (meteorological and social
variates) in order to build an explanatory mode! for seasonality but his empirical results were

inconclusive,

Univariate time series methods of seasonal adjustment try to estimate the generating mechanism
of the observations under the simple assumption that the series is composed of a systematic part
which is a well determined function of time, and a random part which obeys a probability law
{Anderson, 1971; Dagum, 1974). The random elemant is assumed to be identically distributed with
constant mean, constant variance and zero autocorrelation. The feasibility of this decomposition
was proven in a famous theorem by Herman Wold in 1938.

The methods of estimation of the components of a time series can be grouped into two broad
categories (Dagum, 1978.b and 1979.b):

regression methods; and
moving average techniques, also called linear smoothing procedures.

The regression methods assume that the seasonals and the other systematic components, trend
and cycle, are deterministic functions over the entire span of the series.

The methods based on moving averages or linear smoothing filters assume that, aithough the time
series components are smooth functions of time, they cannot be closely approximated by simple
functions over the entire range of time under consideration. The assumptions implicit in the moving
average procedures are that the trend, cycle and seasonals are stochastic and not deterministic.

The majority of the seasonal adjustment methods officially adopted by statistical agencies belong
to the category of moving average techniques. They include among them, the U.S. Bureau of the
Census Method II-X-11 variant; the BLS seasonal factor method; the Burman Method of the Bank
of England; the Berlin Method, ASA II; the method of the Statistical Office of the European
Economic Communities of Brussels; and the method of the Dutch Central Planning Bureau. These
methods have often been criticized because they lack an explicit model concerning the
decomposition of the original series and because their estimates for the observations of the most
recent years do not have the same degree of reliability as compared to those of central
observations (Kuiper, 1976 and Dagum, 1976.b).

The lack of an explicit model applies to the whole range of the series. Moving average procedures

do make assumptions concerning the time series components, but the assumptions are valid only
within the span of the set of weights of the moving average.

* This chapter is reproduced from the X11ARIMA_Seasonal Adjustment Method by Dagum (1980).
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The second limitation is inherent in all linear smoothing procedures since the first and last
observations cannot be smoothed with the same set of symmelric weights applied to central
observations. Because of this, the estimates for current observations must be revised as more data
is added to the original series. Frequent revisions, however, confuse the users of seasonally
adjusted data, particularly if the revisions are relatively large or if they introduce changes in the
direction of the general movement of the adjusted series. In fact, faced with the problem of
controlling the level of the economic activity, policy makers will hardly base their decisions on
seasonally adjusted data that are subject to significant revisions whenever new information is

available.

The Statistics Canada X11ARIMA, as developed by Dagum (1975, and 1978.c) does not share
the two common constraints of moving average procedures. It offers an ARIMA model for the
series and minimizes the revision of the seasonals in mean square error.

The X11ARIMA basically consists of:

1. Modelling the original series by integrated autoregressive moving average processes
(ARIMA models) of the Box and Jenkins (1970) types.

2. Extrapolating one year of unadjusted data at each end of the series from ARIMA models
that fit and project the original series well. This operation, called "forecasting” and
"backcasting® is designed to extend the observed series at both ends.

3. Seasonally adjusting the extended (original) series with various moving averages of Method
II-X-11 variant as developed by Shiskin, Young and Musgrave (1967). In addition, the user
now has the option of applying a centred 24-term filter to replace the centred 12-term
moving average for the preliminary estimation of the frend-cycle. This new filter gives better
resulls for series strongly affected by short cycles (less than three years) or sudden
changes in trend.

The ARIMA part incorporated into the X-11 program plays a very important role in the estimation
of seasonal factor forecasts and current seasonal factors when seasonality is moving rapidly in
a stochastic manner, a phenomenon often found in key economic indicators (Dagum, 1978.a).
Since the series are extended with extra data, the filters applied by the X-11 to seasonally adjust
current observations and to generate the seasonal forecasts are closer to the filters used for
central observations. Consequently, the degree of reliability of the extended series for current
estimates is greater than that of the unextended, and the magnitude of the revisions is significantly
reduced. Similar conclusions were obtained from comparisons made with other seasonal
adjustment methods based on moving averages (Kuiper, 1976).

Generally, a reduction of about 30% in the bias and of 20% in the absolute values of the total error
in the seasonal factor forecasts for the 12 months (four quarters) has been found for Canadian and
American series (Kuiper, 1976; Farley and Zeller, 1976; and Dagum, 1978.b). The percentage
reduction for those months {quarlers) corresponding to peaks and troughs is larger than the
average for the whole year.

Pierce (1978) shows that ARIMA exirapolation makes the X11ARIMA a minimum mean square
error seasonal adjustment method and that, in fact, this type of extrapolation would minimize the
revisions of any moving average seasonal adjustment procedure in the mean square error sense.
Similar conclusions are obtained by Geweke (1978) who extrapolates the future values of the
series using the spectrum and one ARIMA model.

For series with rather stable seasonality, a significant improvement can be obtained when the
trend-cycle is growing fast or the last year of data is one with a turning point. The final weights of
X11ARIMA to estimate the trendcycle are a combination of the symmetric Henderson weights
and the asymmetric weights of the ARIMA model used for the extrapolated data. Since these final
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weights change with the ARIMA model fitted to the series, they reflect the most recent movement
of the series and, as a result, seldom miss a turning point. Better estimates of the seasonal-
irregular ratios (or differences) are obtained which then are averaged to produce stable seasonals.

From the viewpoint of seasonal adjustment, another important advantage of X11ARIMA s that it
offers a statistical model for the whole range of the series. The existence of a model that fits the
data well, fulfils the basic underlying principle of seasonal adjustment, namely that the series is
decomposable. If a series does not lend itself to the identification of an ARIMA model (here
including all AR, MA and ARMA as subclasses) which simply describes the general structure of
the series as a function of past values and lagged random disturbances, any further decomposition
into trend, cycle, and seasonals becomes dubious. In fact, the lack of fit by an ARIMA model
indicales that the series is either deterministic or is practically a purely random process, or that
it is so much contaminated by the irregulars that its systematic movement is unidentifiable.

The X11ARIMA generates extrapolated values of the original data such that the one lead projected
value has a minimum mean square error and thus can be used as a reference for preliminary
figures. This is particularly useful to producers of original data obtained from incomplete returns,
as is often the case with series that are flows.

Section 1.2. ARIMA Models and Extrapolation

A fundamental step in the improvement of the seasonal adjustment by the X-11 program (equally
applicable to any seasonal adjustment method based on moving averages) is to decide what kind
of extrapolation method should be used to extend the original series. For the X11ARIMA, the
selection was made according to the following requirements, (Dagum, 1978.b):

The extrapolation method must belong to the "simplest” class in terms of its description of the real
world. No explanatory variable must be involved; the series should be described simply by its past
values and lagged random disturbances. This requirement is necessary to facilitate the
incorporation of the extrapolation method into the X-11 program, since the procedure has to be
automated.

The identified models must be robust to the incorporation of one or two extra years of data, and
the corresponding extrapolated values should not change significantly with small variations in
parameter values. This condition is necessary 1o avoid frequent changes of models and significant
revisions that confuse the users of seasonally adjusted data.

The method must produce extrapolated values that follow the intra-year movement reasonably well
although they could miss the level. This requirement reflects the fact that these projected values
are not for policy or decision making but to improve current seasonal adjustment.

it must generate optimum extrapolated values in the minimum mean square error sense. This
condition allows the extrapolated values, at least the one lead extrapolation, to be used as
benchmarks for preliminary data coming from incomplete retums.

The method must be parsimonious in the number of parameters. The main characteristics of the
series are thus summarized in a small number of parameters.

This set of conditions led to the selection of a univariate method of forecasting and, among the
several well developed methods, the ARIMA models (autoregressive integrated moving averages)
of the Box and Jenkins (1970) type were chosen. ARIMA models have been found to be powerful
forecasting procedures for a large class of series (Newbold and Granger, 1974; Reid 1975).
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ARIMA models bring together two basic concepts in extrapolating: autoregression and moving
averages. ARIMA is an acronym with the first two letters, AR, standing for "Autoregressive”; the
fast two letters, MA, for "Moving Average" and the |, for "Integration®, or summation. This part of
ARIMA is indispensable since stationary models which are fitted to the differenced data have to
be summed or “integrated” to provide models for the non-stationary data.

In the Box and Jenkins notation, the general multiplicative ARIMA model for a series with
seasonality is expressed as (p.d,q)(P,.D,Q),, where d is the order of the ordinary difference and D
is the order of the seasonal differences applied to the original series to make it stationary. In other
words, the statistical structure of the series must be Independent of time; this implies model
stability. To correct for a continuous change in level due to an upward or downward trend, a first
difference (d=1) is applied to the original series Z,; i.e., the new series is W, = Z.-Z, _,.
Symbolically, W, = (1-B)Z,, where B is the lag operator such that B°Z, = Z,_.. For more complex
cases of deterministic or stochastic instability, higher order differences are applied. To correct for
a stable seasonality, the power of the seasonal difference, D, is made equal to one, and the
transformed series is then W, = Z,-Z,., = (1-B%)Z,, where s is the seasonal periodicity, equal to
12 for monthly data and to 4 for quarterly data. Higher order seasonal differences remove other
kinds of seasonal pattems.

P and p are the number of seasonal and ordinary autoregressive parameters respectively. If p=1
and the parameter is of order one, the independent variable is lagged once, i.e. we work with

Z, ., similarly, if P=1 and the parameter has order s, we work with Z,_,. These lagged variables
are affected by auloregressive parameters ¢ and & respectively, which measure the impact of the
previous observed value (month, quarter) and the previous year observed value for the month or
quarter, on the dependent variable Z,.

Q and q are the numbers of seasonal and ordinary moving average parameters. If q=1 and the
parameter has order one, then the residuals a, are lagged once, i.e. we work with a,_,; and if Q=1
and the seasonal parameter has order s, the residuals are also lagged once, i.e. we work with
a,.,. The lagged residuals are affected by the parameters ¢ and 6 respectively, which measure the
impact of the residuals of the previous value (months, quarters) and of the previous year value
for the month or quarter, on the dependent variable Z,.

Thus for ARIMA models, the variable Z, is a function of lagged dependent variables and of lagged
innovations a,. For example, the simple ARIMA model (0,1,1)(0,1,1), of Z, reduces to,

(1-8)(1-8Y2, = (1-4B)(1-68")a, (1)
or
Z, = L 142 Ly gtay -0, Ba, (+6a (2)

(2) says that Z, is equal to the previous quarter value Z, ., plus the difference between the values
for the coresponding last year quarter and previous last year quarter, plus the present innovation
and lagged residuals.

For a crude approximation, # can be interpreted as the extent lo which innovations incomporate
themselves in the subsequent history of the trend-cycle and 8 as the extent to which the residuals
incomporate themselves in the subsequent seasonal pattern.

# and 6 take values between -1 and 1. When both are equal to plus or minus one, the innovations
have their maximum impact on the subsequent evolution of the series making the process
deterministic. When both are equal to zero, the innovations have a transitory or instantaneous
impact only and the process is strongly stochastic.
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The procedure followed by model (1) to obtain an estimate of Z, is not new to practising
statisticians who often use a very similar approach to get a projected value to compare with a

figure being checked.

The values of the autoregressive parameters ¢ and &, and of the moving average parameters ¢ and
8, vary for each series and, therefore, the ARIMA models are very flexible and can follow well
the systematic movement of a large class of series.

The ARIMA extrapolating function can be expressed in different forms but for computational
purposes the difference equation form is the most useful. For a detailed discussion of the
properties and basic assumptions of ARIMA models the reader is referred to Box and Jenkins
(1970), and Granger and Newbold (1977).

Section 1.3. The Selection of ARIMA Models in the X11ARIMA/80 Computer Version

The ARIMA Automatic Option

The ARIMA models to be used in the context of the X11ARIMA/80 method must fulfil the double
condition of fitting the data well and of generating “reasonable" projections for the last three years
of observed data. By "reasonable” projections is meant projections with a mean absolute error
smaller than 5% for well-behaved series (e.g., Employment adult males) and smaller than 12% for
highly irregular series (e.g., Unemployment teenage males).

These guidelines have been tested with more than 250 economic time series and are rather
conservative. In fact, even with larger extrapolation errors, the X11ARIMA/80 produces current
and forecast seasonals more reliable than those from X-11.

If possible, the identification of the ARIMA models should be made using data previously treated
for extreme values. This recommendation is even more relevant if the outliers fall in the most
recent years, in order to avoid the rejection of good models simply because the outliers have
inflated the absolute average extrapolation efrror above the acceptance level of the guidelines.

To determine whether or not a model fits the data well, the portmanteau test of fit developed by
Box and Pierce (1970) with the variance cormreclion for small samples introduced by Ljung and Box
(1978) is used. The null hypothesis of randomness of the residuals is tested at a 10% level of
significance and the estimated parameters are checked to avoid over-differencing.

Based on the above criteria for fitting and extrapolation, three ARIMA models were incorporated
into the X-11 program in order to automate X11ARIMA/80. The user can either supply his own
model or choose the automatic option. The latter can be used for series that are at least five years
long and the program automatically checks whether one of the three models passes the required
guidelines. For series longer than 15 years, only the last 15 years will be used in the ARIMA fit and
extrapolation. In the affirmative case, the model chosen is the one that gives the smallest average
extrapolation error. Then the program automatically extends the unadjusted series with one year
of extrapolated data, and seasonally adjusts.

in the event that none of the three models is found acceptable, a message is given indicating that
extrapofated values have not been incorporated into the unadjusted series. Particularly for flow
series such as imports, retail trade and others, which can be strongly affected by strikes and
trading-day variations, it is recommended that these sources of variation be removed from the
series before using the automatic option or identifying the ARIMA model. The program offers an
oplion where the extreme values of the series are replaced by the fitted values of the ARIMA
model that passes the guidelines of acceptance, in a first run, and then the same model is re-
submitted to the modified series to extrapolate. This option however does not modify extreme
values that might be in the 2(p +Pxs + d + Dxs) observations at the beginning of the series. Thus
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for a (0,1,1)(0,1,1),;, monthly model, this means that no replacement of extreme values is made
in the first 26 observations.

When the three automatic models are rejected, the user should determine whether the rejection
is due to an extremely large average extrapolated error for one particular year only. If such is the
case, the models printed in the program can still be considered good if the year in question has
been an unusual one, for example, of a strong recession. The best model should then be re-
submitted using the option corresponding to user's ARIMA model identification.

The automated option for multiplicative and log additive seasonal adjustments chooses from the
following three ARIMA models: log (0,1,1) (0,1,1),, log (0,2,2)(0,1,1), and (2,1,2)(0,1,1), and for
the additive decomposition, from (0,1,1)(0,1,1),, (0.2,2)(0,1,1), and (2,1,2)(0,1,1),.

The selection of the three first models was made from a set of 12 ARIMA models testing out of
sample exirapolated values, for the lour last years, on 174 economic lime series of 15 years of
length and of quarerly and monthly observations.

The 12 models tested were:

1. (LD,

2. (2,1,2)(0,1,1),

3. (2,0,1)(0,1,2),

4. (1,1,2)(0,1,2),

5. (2,0,0)(0,1,1),

6. (1,1,2)(1.0,2),

7. (21,1)(0,1,2), log

8. (0,1,2)(1,1,2), log

9. (0,1,1)(0,1,1), log

10. (0,1,1)(0,2,2), log

11. (0,2,2)(0,1,1), log

12. (2,1,1)(0,1,1), log

The 174 series were obtained from the following sectors: the System of National Accounts,
Manufacturing Prices, Labour, Construction, Domestic Trade, and Finance.

Originally, the models were ranked according to how well they fitted the series and met only two
of the criteria of acceptance, the xz test of randomness at 1% and the absolute average
forecasting error lower than 10% (Lothian and Morry, 1978.a). In further experimentations the xz
probability level was raised to 10% and the absolute average forecasting error for the last three
years lo 12% (Dagum, 1979.a).

It was found that model 2 fitted and forecast well 73% of the series. For the class of series not
passed by model 2, model 11 provided acceptable results for 19% of those remaining (or 5% or
the total). For the remaining series not passed by either model 2 or model 11, model 9 showed
the best performance, passing an additional 2% of the total number of series. Thus models 2, 11,
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and 9 jointly passed 80% of the series. An additional 1% could have been fitted by the other 9
models, while none of the 12 models tested provided acceptable results for the remaining 19% of
the series.

The objective of an automatic procedure is to find adequate models for a great variety of series
at minimal cost, i.e., have a small set of models that cover a large class of economic series.

The average forecast errors for each of the 174 series were ranked. It was found that when models
9 and 11 passed the guidelines, one of the two models often placed first among the 12 models.
Due to this result only models 9 and 11 are fitted initially; model 2 is fitted only if neither 9 nor 11

pass the guidelines.

For a larger sample of 305 series and testing within sample extrapolated values for the same 12
models, it was found that the best three models were (2,1,2)(0,1,1),, (2,0,1)(0,1,2), and
l0g(2,1,2)(0,1,2), (Dagum, 1978.c). The average out of the sample extrapolation error for this set
of three models when testing the sample of 174 series was close to the average obtained by the
other three models chosen and both sets passed the quidelines of acceptance. However, models
2, 9 and 11 have been preferred because they are more parsimonious in the number of
parameters. Furthermore, one of the IMA type models, the log(0,1,1)(0,1,1), has a system of
weights similar to those of the additive standard option of the X-11 program according to
Cleveland and Tiao (1976). The need for the logarithmic transformation stems from the fact that
the majority of the series tested followed a multiplicative relationship among the trend, cycle,
seasonal and irregulars.

For those series seasonally adjusted additively, the automatic selection is made from the
(0,1,1)(0,1,1),, (0,2,2)(0,1,1), and (2,1,2)(0,1,1), non-log models. Although the first two models did
not enter in the set of models originally tested, further experimentation with series that followed
an additive relation among the components showed that the logarithmic transformation adversely
affected both the average forecasting error and the xz probability value. It is also apparent that
when the additive option is used because of the presence of zeros or negative values in a series,
tbe automatic option would test only the modal (2,1,2)(0,1,1), if these changes had not been
made. For futher details on the model selection, evidences of over-differencing, and new
modifications from the first experiment, the reader is referred to Dagum (1979.a).

The extrapolation ARIMA option prints:

The tested models expressed in the classical form (p,d,q)(P,D,Q), as described in Section 2 above.
The transformation performed on the data before testing the models.

The absolute average percentage error of the exirapolated values for each of the last three years
and the average for the three years. If the average forecasting error is greater than 12%, the

ARIMA automatic option rejects the model.

The xz probability for testing the null hypothesis of randomness of the residuals. If the xz
probability is smaller than 10%, the ARIMA automatic option rejects the model.

The coefficient of determination RZ.

The values of the estimated parameters in the following order: First, the ordinary autoregressive
parameters ¢ the number of which Is given by p; second, the seasonal autoregressive paramster
&, the number of which is given by P; third, the ordinary moving average parameters 4, the
number of which is given by q; and fourth, the seasonal moving average parameters, 8, the
number of which is given by Q.
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Evidences of over-differencing are present if the sum of the ordinary moving average parameters,
or of the seasonal moving average parameters, is greater than .90. In such cases, the model is

rejected.

f any of the three models of the automatic option passes the guidelines of acceptance, the
program uses the best one to backcast one year. The backcasts are tested in a similar manner
except that the absolute average backcasting error must be greater than 18% to reject the model.
This increase in the upper bound of acceptance is due to the fact that the extrapolation errors are
all expressed in percentage of the level of the series, and for most series, their level has more than
doubled during the last 10 years. Furthermore, for series of 11 years or more, the influence of the
backcasts in the current seasonal factors is minor.

The program has also an option by which only forecasts are generated from the ARIMA model
chosen.

The ldentification of ARIMA Models by the User

The guidelines for the acceptance of an ARIMA model when using the automatic option are
conservative. If the series fails these guidelines "marginally®, the users may still apply the best of
the threa models if it is considered satisfactory for the series in question. By marginally is meant
here a xz probability between 5% and 10%; and for highly irregular series, an average forecasting
error between 12% and 15%. If none of the three selected models is marginally acceptable, the
user should identify a new model. In many cases, lhe identification that leads to a good model
requires minor changes to the automatic option's models. The following rules have been useful
to improve the fitting and extrapolation for a large number of series.

Correcting for a low xz probability. A low xz probability indicates that the residuals of the fitted
mode! are autocorrelated. This frequently happens because the log transformation is not needed
(if applied) or vice versa. Resubmitting the2 model with the transformation changed may correct
the low x* value. In other cases this low x° value is the result of over-differencing and once this
is corrected, as described below, the model becomes adequate.

Correcting for evidence of overdifferencing. Evidence of overdifferencing leads to cancellation
of parameters suggesting a more parsimonious model. For example, if the estimated ordinary
moving average parameters of the (0,2,2)(0,1,1), model are 8, = 1.3 and #, = 0.3, because their
sum is greater than .90, the program will reject the model on the basis of evidence of
overdifferencing. In effect, the (0,2,2)(0,1,1), model can be written as:

(1-8)%(1-8YZ, = (1-1.38+.38%)(1-68%a,, 3)

where 8 is the seasonal moving average parameter and s=4 is the seasonal periodicity. The right
hand member of (3) can be factored, as follows:

(1-1.38+.38%(1-68Y) = (1-B)(1-.3B)(1-68") (4)
substituting (4) into (3) and simplifying, it becomes
(1-B)(1-8Y)2, = (1-0.38)(1-68")a,. 5)

The (5) is a (0.1,1)(0,1,1), model. Because the estimation of the parameters is not exact, the model
suggested by the parameter cancellation is not always the correct one. Often some modifications
must be made. In our example, if the (0,1,1)(0,1,1), model is not adequate, by simply adding an
ordinary moving average parameler to compensate for the complete elimination of the ordinary
differences (1-B), a good model can be obtained, e.g; (0,1,2)(0,1,1),. Another common case of
overdifferencing occurs when the seasonal moving average parameter 8is > .90. In such cases,
model (5) reduces to:
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(1-8)Z, = (1-0.38)a,, (6)

that is, a (0,1,1) model. The cancellation suggests that seasonality is not present; or seasonality,
if present, is mostly of a deterministic character. In the first case, further evidence can be
obtained by looking at the tests for presence of seasonality available in the X11ARIMA/80
program. If these tests indicate that seasonality is present, the user can try a simpler model with
only a seasonal moving average parameter, say (0,1,1)(0,0,1) to generate the extrapolated value.
Whether the ARIMA option is applied or not, it is recommended that the seasonal adjustment be
made using the moving averages for stable seasonality.

Correcting for high extrapolation errors. Generally, having comrected for the low x? probability
and/or evidence of overdifferencing, the extrapolation errors are reduced. However, if such is not
the case, users should identify their own model using any computer program for ARIMA model
identification and estimation. The versions call APCORR for model identification and TYMPAC for
model estimation can be requested from the Seasonal Adjustment and Time Series Staff at

Statistics Canada.

Section 1.4. Basic Properties of the X11ARIMA Moving Averages.
Main Steps in Producing a Seasonally Adjusted Series

The main steps in producing seasonally adjusted series using the X11ARIMA method are equal
to those of Method II-X-11 variant (Shiskin, Young and Musgrave, 1967) as shown in Appendix A.
The main differences are: (i) the extension of the unadjusted series with one year of extrapolated
values from ARIMA models at one or both ends of the series whenever the ARIMA option is used;
(i) the option of applying a centred 24-term moving average for the preliminary estimation of the
trendcycle; (i) short series of three and four years are seasonally adjusted with the stable
seasonality option only.

The X11ARIMA assumes that the main components of a time series follow a multiplicative, an
additive or a log additive model, that is

1. O, = C,S,l, (multiplicative model)

2.0, = G, + S, + |, (additive model)
3.log O, = log C, + log S, + log |, (log addilive model)
where O, stands for the unadjusted series, C, the trend-cycle, S, the seasonal and |, the irregular.

The estimation is made with different kinds of moving averages that are applied sequentially in 13
steps repeated twice.

For the standard option of the computer program these 13 steps are:

1. Compute the ratios between the original series and a centred 12-term moving average (2
x 12 m.a., that is a 2-term average of a 12-term average) as a first estimate of the seasonal
and irregular components (Sl).

2. Apply a weighted 5-term moving average (3 x 3 m.a.) to the seasonal-irregular ratios (Sl)
of each month separately, to obtain a preliminary estimate of the seasonal factors.
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3. Compute 3 centred 12-term moving average of the preliminary factors found in step 2 for
the entire series. To obtain the six missing values at either end of this average, repeat the
first (last) available moving average value six times. Adjust the factors to add to 12
(approximately) over any 12-month period by dividing the centred 12-term average into the
factors.

4. Divide the seasonal factor estimates into the seasonal irregular (Sl) ratios to obtain an
estimate of the iregular component.

5. Compute a moving five-year standard deviation (o) of the estimates of the irregular
component and test the irregulars in the central year of the five-year period against 2.50.
Remove values beyond 2.50 as extreme and recompute the moving five-years. Assign a
zero weight to irregulars beyond 2.5¢0 and a weight of 1 (full weight) to imegulars within
1.50. Assign a linearly graduated weight between 0 and 1 to irregulars between 2.5¢ and
1.50.

6. For the first two years, the o limits computed for the third year are used; and for the last
two years, the o limits computed for the third-from-last year are used. To replace an
extreme ratio in either of the two beginning or ending years, the average of the ratio times
its weight and the three nearest full-weight ratios for that month is taken.

7. Apply a weighted S-term moving average to the Sl ratios with extreme values replaced, for
each month separately, to estimate preliminary seasonal factors.

8. Repeat step 3, applied to the factors found in step 7.

9. To obtain a preliminary seasonally adjusted series divide 8 into the original series.

10. Apply a 9-, 13-, or 23-term Henderson moving average to the seasonally adjusted series

and divide the resulting trend-cycle into the original series to give a second estimate of the
Sl ratios. (In the first iteration, only the 13-term Henderson is applied.).

11. Apply a weighted 7-term moving average (3 x S m.a.) to each month's Sl ratios separately,
to obtain a second estimate of the seasonal component.

12. - Repeat step 3.
13. Divide 11 into the original series to obtain the seasonally adjusted series.

Allan Young (1968), using a linear approximation of the Census Method I, arrives at the conclusion
that a 145-lerm moving average is needed to estimate one seasonal factor with central weights
if the trend-cycle component is adjusted with a 13-term Henderson moving average. The first and
last 72 seasonal factors (six years) are estimated using sets of asymmetrical end weights. It is
important to point out, however, that the weights given to the more distant observations are very
small and, therefore, this moving average can be very well approximated by taking one half of the
total number of terms plus one. So, if a 145-term moving average is used to estimate the seasonal
factor of the central observation, a good approximation is obtained with only 73 terms, i.e., six
years of observations. The properties of the filters used in the Method {I-X-11 program are
extensively discussed in Dagum (1976.a and 1978.b) and the stochastic properties for data filtering
of X11ARIMA are analyzed in Dagum (1979.c). A brief discussion is made here for monthly series
but the conclusions are also valid for quarterly series.
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Basic Properties of the Two-silded Linear Smoothing Filters (Central Weights) of the
X11ARIMA

The linear smoothing filters applied by Method 1I-X-11 and the X11ARIMA to produce seasonally
adjusted data can be classified according to the distribution of their set of weights into symmetric
(two-sided) and asymmetric (one-sided). The symmetric moving averages are used to estimate the
component values that fall in the middle of the span of the average, say 2n+1, and the asymmetric
moving averages, to the first and last n observations. The sum of the weights of both kinds of
fiters is one and thus the mean of the original series Is unchanged in the filtering processl.

It is very important in filter design that the filter do not displace in time the components of the
output relative to those of the input.; in other words, the filter must not introduce phase shifts?,
Symmetric moving averages introduce no time displacement for some of the components of the
original series and a displacement of t 180°, for others. A phase shift of £+ 180°, is interpreted as
a reverse in polarity which means that maxima are turned into minima and vice versa. In other
words, peaks (troughs) in the input are changed into troughs (peaks) in the output.

For practical purposes, however, symmetric moving averages act as though the time displacement
is null. This is so because the sinusoids that will have a phase shift of + 1807, in the filtering
process are cycles of short periodicity (annual or less) and moving averages tend to suppress or
significantly reduce their presence in the output.

The centred 12-term moving average. The centred 12-term moving average is used for a
preliminary estimate of the trend-cycle (step 1). This filter reproduces exactly the central point of
a linear rend and annihilates a stable seasonality over a 12-month period in an additive model.
If the relationship among the components is multiplicative, then only a constant trend multiplied
by a stable seasonality will be perfectly reproduced.

The main limitation of this filter is that it misses peaks and troughs of short cycles (three or two
years) and unless the irregular variations are small, it will not smooth the data successfully. If the
input to this filter is a curve of three-year perodicity and amplitude 100, the output is a curve of
equal periodicity but with amplitude reduced to 82.50; the amplitude of waves of two-year
periodicity is reduced to 75; and only waves whose period is five years or more are passed with
very small reductions in their amplitudes. However because the trend-cycle variation of most
economic time series is mainly due to long cyclical variations of 40 months or more (Davis, 1941),
this filter is generally good for a preliminary estimation of the trend-cycle.

The centred 24-term moving average. For series mostly dominated by short cyclical fluctuations
{three or two years) or affected by sudden changes in trend level, an optional centred 24-term
filter is included in X11ARIMA/80. This filter is a modified version (Cholette, 1979) of the Leser
filter {1963).

1 The sum of the weights of a8 filter determines the ratio of the mean of the smoothed series to the mean
of the unadjusted series assuming that these means are computed over periods long enough to ensure stable
results.

2 In spectral analysis, the phase is 8 dimensionless parsmeter that measures the displacement of the
sinusoid relative to the time origin. Because of the periodic repetition of the sinusoid, the phase can be
restricted to t 180°. The phase is a function of the frequency of the sinusoid, the frequency being equal to
the reciprocal of the period, or length of time required for one complete oscillation,
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The amplitude of waves of three and two-year periods are reduced by only 5% and 18%
respectively.

Furthermore, this filter reduces the irregular variation more than the centred t2-term filter does.
Unfortunately, as we depart from the central observation, the estimation of the 12 points at each
side deteriorates gradually. Because of this, in X11ARIMA the asymmetric weights that estimate
only the six points at each side of the central observation are used. The first and last six
observations are deleted as in the centred 12-term filter. These asymmetric weights applied to
observation 7 to 12 and 14 to 19 share the same spectral properties of the centred 24-term filter
except for small phase shifts.

The 9-,13- and 23-term Henderson moving averages. The Henderson moving averages were
developed by summation formulae mainly used by actuaries. The basic principle for the summation
formulae is the combination of operations of differencing and summation in such a manner that
when differencing above a certain order is ignored, they will reproduce the functions operated on.
The merit of this procedure is that the smoothed values thus oblained are functions of a large
number of observed values whose errors, to a considerable extent, cancel out. These fillers have
the properties that, when fitted to second or third degree parabolas, their output will fall exactly
on those parabolas and, when fitted to stochastic data, they will give smoother results than can
be obtained from the weights which give the middle point of a second degree parabola fitted by
least squares. Recognition of the fact that the smoothness of the resulting filtering depends on the
smoothness of the weight diagram led Robert Henderson (1916) to develop a formula which
makes the sum of squares of the third differences of the smoothed series a minimum for any
number of terms.

The Henderson moving averages are applied to obtain an improved estimate of the trend-cycle
(step 10). They give the same results as would be obtained by smoothing the middle values of a
third degree polynomial fitted by weight least squares, where the weights given to the deviations
are as smooth as possible.

The fact that the trendcycle is assumed to follow a parabola over an interval of short duration
(between one and two years approximately) makes these filters adequate for economic time series.

None of the Henderson filters used by the X11ARIMA method eliminates the seasonal component
but since they are applied to data that are already seasonally adjusted, this limitation becomes
irrelevant. On the other hand, they are extremely good for passing waves of any period longer than
a year. Thus, the 13-month Henderson, which is the most frequently used, will not reduce the
amplitude of waves of period 20 months or more, which stand for trend-cycle variations. Moreover,
it eliminates almost all the irregular variations that can be represented by waves of very short
periodicity, six months or less.

The weighted 5-term (3 x 3) and the weighted 7-term (3 x §) moving averages. The weighted
S-term moving average is a 3-lerm moving average of a 3-term moving average (3 x 3 m.a.).
Similarly, the weighted 7-term moving average is a 3-term moving average of a 5-term moving
average (3 x 5 m.a.). These two filters are applied to the seasonal-irregular ratios (or differences)
for each month, separately, over several years. Their weights are all positive and, consequently,
they reproduce the middle value of a straight line within their spans. This property enables the
X11ARIMA program to estimate a linearly moving seasonality within five and seven-year spans.
Therefore, these filters can approximate quite well the gradual seasonal changes that follow non-
linear patterns over the whole range of the series (more than seven years).

The weighted S5-term moving average (3 x 3 m.a.) is a very flexible filter that allows for fairly rapid

changes in direction, but since the span of the filter is short, the irregulars must be small for the
S! to be smoothed successfully.
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The weighted 7-term moving average (3 x 5 m.a.) is less flexible and it is applied for the final
estimate of the seasonal factors. For series whose irregular component is large, the program
provides other optional sets of weights which are applied to longer spans and thus produce
smoother seasonal factors.

Basic Properties of the one-sided Smoothing Filters (End Weights) of the X11ARIMA Method.

It is inherent in any moving-average procedure that the first and last n points of an unadjusted
series cannot be smoothed with the same set of symmetric weights applied to middle values. In
the X11ARIMA the seasonal adjustment of current years and the seasonal factor forecasts are
obtained from the combination of two filters: (i) the one-sided filters used for extrapolating the
unadjusted data from the ARIMA models and (i) the filters of the X-11 program used for seasonal
adjustment. The extrapolation filters of the ARIMA models change with the series and are therefore
very flexible. These filters reflect the most recent movements of the series, in particular, rapidly
changing seasonality.

The X-11 filters applied to the extended unadjusted series for the trend-cycle estimation are two-
sided. Therefore they do not miss turning points and do not introduce phase shifts, which allows
them to estimate the cyclical variations well.

The X-11 filters that estimate the seasonal factors are still one-sided but closer to the symmetric
filters used for central observations. Thus, with one year of extrapolated data, the seasonal factor
forecasts are obtained from the extrapolated data with the X-11 filters used for producing current
seasonal adjustment. '

It is the combination of the fixed filters from X-11 (the same for any series) with the flexible filters
of the ARIMA models (changing with the series) that makes X11ARIMA a better method than X-
11 for current adjustment.

Section 1.5. The Advantages of X11ARIMA/80 Computer Program Over Method II-X-11 Variant
The main advantages of X11ARIMA/80 over the X-11 variant are:

1. The availability of a statistical model that provides relevant information on the quality of the
raw data. The existence of a model that fits the original series, even though it does not
pass the guidelines for extrapolation, fulfils the fundamental principle of seasonal
adjustment, that is, the series is decomposable. In other words, if a series does not lend
itself to the identification of an ARIMA model (including any type AR, MA, ARIMA) which
simply describes the series as a function of past values and lagged random disturbances,
any decomposition into trend-cycle, seasonal and irregulars can be seriously criticized and
of doubtful validity. In fact, the lack of fit by an ARIMA model can indicate deficiencies
concerning the way in which the observations are made, e.9., improper sampling interval.

if the series has an ARIMA model, the expected value and the variance of the original
series can be calculated and thus, confidence intervals can be constructed for the
observations. This permits the identification of extreme values, particularly at the end of the
series.

2. The one-step extrapolation from ARIMA models is a minimum-mean-square-error
extrapolation and can be used as a projected value or benchmark for preliminary figures.
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3. If current seasonal factors are applied to obtain current seasonally adjusted data, there is
no need to revise the series more than twice. for many series, one revision alone will give
seasonal factors that are “final" in a statistical sense.

4. The total error in the seasonal factor forecasts and in the current seasonal factors is
significantly reduced for all the months. Generally, a reduction of some 30% in the bias and
of 20% in the absolute value of the total error has been found for Canadian and American

series.

There are several reasons for the significant reduction of the error in the seasonal factor
forecasts and concurrent seasonal factors. The X11ARIMA/80 produces seasonal factor
forecasts from the combination of two filters: (i) the filters of the autoregressive integrated
moving averages (ARIMA) models used to extrapolate the raw data; and (ii) the filters that
Method II-X-11 variant applies to obtain the first revised seasonal factors. In this manner,
the seasonal factor forecasts are obtained from the extrapolated raw values with a set of
moving averages whose weights, though still asymmetric, are closer to the weights applied
to central observations as compared to the forecasting function of the X-11 variant.

5. Another advantage of X11ARIMA/80 is that the trend-cycle estimate for the last
observation is made with the symmetric weights of the Henderson moving averages (which
can reproduce a cubic in their time span) combined with the weights of the ARIMA model
used for the extrapolated data. Since these latter weights change with the ARIMA model
fited to the series, they reflect the most recent movements and a better trend-cycle
estimation is obtained from the combined weights. This is particularly true for years with
turning points because the X-11 applies the asymmetric weights of the Henderson filters
which can adequately estimate only a linear trend.

6. Finally, by adding one or two more years of extrapolated data (with no extremes, since
they are mere projections) a better estimate of the variance of the irregulars is obtained.
The latter allows a significant improvement in the identification and replacement of outliers
which, as is well known, can severely distort the estimates obtained with linear smoothing
filter. For current seasonal factors, the same observations are valid except that the seasona!
filters are closer to the central filters than those corresponding to the seasonal factor
forecasts. For this reason, the number of revisions in the seasonal factor estimates is also
significantly reduced. It was found that one year of forecasts and backcasts is the best
compromise for the majority of the series when using the automated option.

Section 1.6. Other Main iImprovements Incorporated Into the Automated Version of the X11ARIMA/80

A set of new statistical tests, tables and graphs have been incorporated into the present
automated version of the X11ARIMA/80 besides the automatic selection of the ARIMA models,
as discussed earlier in Section 3 of this chapter. These tests are used to assess the quality of the
original series and the reliability of the seasonal adjustment. A brief description of these
improvements follows:

An F-Test for the Presence of Seasonality in Table B1.

This test is based on a one-way analysis of the variance on the Sl ratios (differences) similar lo
the one already available in Method II-X-11 variant for the presence of stable seasonality in Table
D8. It differs only in that the estimate of the trend-cycle is made directly from the original series
by a centred 12-term moving average. The estimate of the trend-cycle is removed from the original
series by division into (subtraction from) the raw data for a multiplicative (additive) model.
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The value of the F ratio is printed in Table B1. The F is a quotient of two variances: (i) the
“between months or quarters” variance which is mainly due to the seasonals and (ii) the "residual”
variance which is mainly due to the irregulars.

Since several of the basic assumptions in the F-test are probably violated, the value of the F ratio
to be used for rejecting the null hypothesis, i.e., no significant seasonality present, is tested at the
one per thousand probability level.

A Test for the Presence of Moving Seasonality In Table D8

The moving seasonality test is based on a two-way analysis of variance performed on the Si ratios
(ditferences) from Table D8 (Higginson, 1975). It tests for the presence of moving seasonality
characterized by gradual changes in the seasonal amplitude but not in the phase.

The total variance of the Sl ratios (differences) is considered as the sum of the:

1. azm. the “between months or quarters® variance which primarily measures the magnitude
of the seasonality. It is equal to the sum of squares of the diference between the average
for each month of the S| and the total average, corrected by the comesponding degrees
of freedom.

2. az,. the "between years"” variance which primarily measures the year-to-year movement of
seasonality. tt is equal to the sum of squares of the differences between the annual average
of the Sl for each year and the total average of the Si for the whole table corrected by the
corresponding degrees of freedom.

3. azz. the "residual® variance which is equal to the total variance minus the "between months
or quarters® variance and the "between years" variance.

The F ratio for the presence of moving seasonality is the quotient between the "between years”
variance and the "residual® variance.

To calculate the variance in an additive model the absolute values of S+l are used, otherwise the
annual average is always equal to zero. For a multiplicative model, the Si ratios are replaced by
absolute deviations from 100, Le., by |S1-100]. Contrary to the previous test, for which a high
value of F is a good indication of the presence of measurable seasonality a high value of F
corresponding to moving seasonality reduces the probability of a reliable estimate of the seasonal
factors. The F test is printed in Table D8 indicating whether moving seasonality is present or not.

A Combined Test for the Presence of ldentifiable seasonality in Table D8

This test combines the previous test for the presence of moving seasonality with the F test for the
presence of stable seasonality and the Kruskal-Wallis Chi-squared test (another non-parametric
test for the presence of stable seasonality).

The main purpose of this test is to determine whether the seasonality of the series is “identifiable”
or not. For example, if there is little stable seasonality and most of the process is dominated by
rapidly moving seasonals, chances are that the seasonals will not be accurately estimated for they
will not be properly identified by the X11ARIMA/80 method.

The test basically consists of combining the F values obtained from the three previously prescribed
tests as follows:

1. If the Fg-test for the presence of stable seasonality at the 0.1% level of significance fails,
the null hypothesis, i.e., seasonality is not identifiable, is accepted.
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2. If (1) passes but the Fy test for the presence of moving seasonality at the 5% level of
significance fails, then this Fy value is combined with the Fg value from (1) to give

7 3F,
Ty =—— and T, = —
Fy - Fs F,

a simple average of the two T's is calculaled. If this average is grealer than or equal to one,
the null hypothesis, i.e., identifiable seasonality not present, is accepted.

3. If (1) passes and the Fy test passes but one of the two T's statistics fails, or the Kruskal-
Wallis test fails at the 1% level, then the program prints "identifiable seasonality probably
present®.

4. If the F5, Fy and the Kruskal-Wallis chi-squared values pass, then the null hypothesis (of
identifiable seasonality not present) is rejected. The program prints “identifiable seasonality
present®.

The messages are printed at the end of Table D8.
For further delails, the reader is referred to Lothian and Morry (1978 b.)
A Test for the Presence of Residual Seasonality in Table D11

This is an F-test applied to the values of Table D11 and calculated ‘or the whole length of.the
series as well as for the last three years. The effect of the trend ‘s removed_ by a first-order
difference of lag three for monthly series and lag one for quarterly ser es, that is O, - O,.s,¢ Where
O, are the values of Table D11. Two F ratios are printed at the e-d of the table as well as a
message indicating the presence or absence of residual seasonality for the last three years and
the whole length of the series (Higginson, 1976).

The Normalized Cumulative Periodogram Test for the Randomnass of the Residuals

The Method II-X-11 variant uses the Average Duration of Run (ADR) statistic to test for
autocorrelation in the final estimated residuals obtained from Tabie D13. This non-parametric test
was developed by W.A. Wallis and G.H. Moore (1941), and is constructed on the basis of the
number of turning points. It is efficient for testing the randomness of the residuals only against the
alternative hypothesis that the errors, |, follow a first-order autoregressive process of the form I,
= pl,., + e where p is the autocorrelation coefficient and e, is a purely random process.

if a process is purely random and we have an infinite series, the ADR statistic is equal to 1.50. For
a series of 120 observations, the ADR will fall within the range 1.36 and 1.75 with a 95%
confidence level. Values greater than 1.75 indicate positive autocorrelation and values smaller than
1.36 indicate negative autocorrelation.

This test, however, is not efficient for detecting the existence of periodic components in the
residuals, which can happen when relatively long series are seasonally adjusted or when the
relative variation of the seasonal component is small with respect to that of the iregular. To test
independence of the residuals against the alternative hypothesis implying periodic processes, the
normalized cumulative periodogram has been incorporated in the X11ARIMA/80 program.

The normalized cumulative periodogram values are given in a table and also in a graph. By visual
inspection it is possible to determine if components with certain periodicity are present or not in
the irregulars.
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If the residuals are the estimates of a sample realization of a purely random process, and if the
size of the sample tends to infinity, then the normalized cumulative periodogram tends to coincide
with the diagonal of the square in which it is drawn.

Deviations of the periodogram from the line expected if the residuals were purely random can be
assessed by use of the Kolmogorov-Smimov test. This test is useful to determine the nature of
hidden periodicities left in the irregulars, whether of seasonal or cyclical character and
complements the information provided by the test for the presence of residual seasonality. (A
simple explanation of this test is given in Dagum, Lothian and Morry, 1975).

A New Table D11A Where the Annual Totals of the Seasonally Adjusted Values are Equal to
the Annual Totals of the Raw Data

This new Table D11A produces a modified seasonally adjusted series where the annual totals of
the ssasonally adjusted values and the raw data are made equal.

The discrepancy between both annual totals is distributed over the seasonally adjusted values of
Table D11 in a way that preserves the month-to-month or quarter-to-quarter movements of the
unmodified seasonally adjusted series. The procedure is based on a quadratic minimization of the
first differences of the annual discrepancies expressed as differences or ratios. For fturther details
the reader is referred to Huot (1975) and Cholette (1978).

A Set of Quality Control Statistics

The Statistics Canada X-11 version developed in 1975 had two statistics called Q; and Q, that
provided an indication of the amount and nature of the irregulars and the seasonal components
respectively. These statistics and their basic assumptions are discussed by Huot and De Fontenay
(1973).

Considerable research has been carried out since the first set of guidelines was developed and
they are now reduced to only one Q statistic which resuits from the combination of several other
measures (Lothian and Morry, 1978.c). Most of them are obtained from the summary measures
of Table F2. Their values vary between 0 and 3, and only values less than one are considered
acceptable. The statistics that are combined to produce the final Q-statistic follow:

1. The relative contribution of the irregulars over three-month spans as obtained from Table
F2B denoted by M,.

2. The relative contribution of the irreqular component to the stationary portion of the variance
as obtained from Table F2F; denoted by M,.

3. The value of the I/C ratio (the ratio of the average absolute month-to-month or quarter-
to-quarter percent change in the irregular to that in the trend-cycle) for the selection of the
Henderson moving averages in Table D7 printed in Table F2E; denoted by M,.

4, The value of the average duration of run for the irregulars from Table F2D denoted by M,.

5. The MCO or QCD (the number of months or quarters it takes the average absolute change
in the trend-cycle to dominate the average absolute changs in the irregular) from Table F2E
denoted by M.

6. The total I/S moving seasonality ratio obtained as an average of the monthly moving

seasonality ratios from Table D9 denoted by Mg. (It is the ratio of the average absolute
year-to-year percent change in the irregulars to that in the seasonals).
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1. The amount of stable seasonality in relation to the amount of moving seasonality, from the
tests of Table D8, printed in Table F2I; denoled by M,.

8. A measure of the year-lo-year variation of the seasonal component for the whole series
from Table D10 denoted by M,.

9. The average linear movement of the seasonal component for the whole series from table
D10 denoted by M.

10. Same as 8 but calculated for recent years only; denoted by M,,.

11. Same as 9 but calculated for recent years only; denoted by M,,.

New Tables

Two Tables, B20 and C20, produce the extreme values from the decomposition of the irrequlars
I' of Table 813 and Table C13 respectively. For additive models the extreme values are equal to
i(1-W) and for multiplicative models they are equal to I/(1+W(l'-1)).

A new Table D16 gives the total effect due to bolh the trading-day factors and the seasonal
factors.

New Charts

The following new charts are available:

G1 chart that plots the values of the original series as in A1 or, in B1 i prior modifications are
made, together with the backcasts and forecasts generated from the ARIMA option. it also plots
the values of the original series as modified for extreme values from Table E1.

G6 graph corresponding to the Cumulative Periodogram test for the randomness of the residuals.

A Logarithmic Model

A new option allows the user to decompose the original series in an additive relation using the
logarithms of the components. It is the additive equivalent of the multiplicative model (Lothian,

1978).
Other Features of X11ARIMA/80

1. In Method H-X-11 variant the end of the series is not treated in the same manner as the
beginning, and seasonally adjusting the data in reverse time order does not give the same
results as the original series. This is due to a non-homogenous effect in the identification
of the extremes. This effect is not present in the X11ARIMA/80 program.

2. A new F3 table is introduced containing the new monitoring and quality control statistics.
3. Images of the main control and ARIMA cards are printed on the title page.
4. In the F2 table, several new summary measures statistics are introduced. For monthly

series the first 14 autocorrelations of the final irregular are calculated (the first six for
quarterly series). The approximate contribution of the components to the stationary portion
of the variance is given. (The series is made stationary by removing a linear trend for
additive models and an exponential trend for multiplicative models.) The results of all the
analysis-of-variance tests in the program are printed with their associated probability values.
The I/C ratio from Table D12 is printed.
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10.

11.

12.

13.

14.

The probability values for the normal, chi-squared, F, and t values are printed.

A variable trend-cycle routine that includes the 5 and 7-term Henderson filter and prior
adjustment are available in the quarterly program.

if there is prior adjustment, except by trading-day factors, the D11 table equals Table A1
divided by Table D10 for the multiplicative version and equals A1 minus D10 for the additive

version.

If the MCD (or QCD) is an even number, the MCD moving average is centred by taking an
average of two MCD moving averages.

Two new printout options. These are a brief printout which prints only three to five tables
and an analysis printout.

The quality control statistics for each series adjusted are collected and printed at the end
of the printout. This allows users to quickly judge the acceptability of all series adjusted.

New input and output data formats were added. New formats for the prior adjustment
factors were added.

The number of decimals of the input data no longer controls the number of decimals on
the printout. The decimals on the printout are controlled by a separate option.

If the data is read from tape (or disk), the user can select an option which allows the
program to search the tape for the series with the required series identifier. Another option
will rewind the tape and search.

All weights for the moving averages (except the end weights for the Henderson) are
calculated using their explicit formulae.
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2. THE SEASONAL ADJUSTMENT OF COMPOSITE SERIES

By composite series is here understood a series that results from the addition, subtraction,
multiplication and/or division of several components. These components series can enter into the
composite with equal or different weights. Because of non-linearities involved in the process of
composing the series by multiplication and division and in their seasonal adjustment method, the
direct and indirect seasonally adjusted composites are usually different. The direct seasonal
adjustment consists of making the composite of the unadjusted components, and then seasonally
adjusting the composite series. The indirect seasonal adjustment consists of first seasonally
adjusting the component series and then the seasonally adjusted composite series is obtained by
implication. In order to decide whether the composite series should be seasonally adjusted using
the direct or the indirect procedure the criterion of smoothness is often used. A classical measure
of the degree of roughness or lack of smoothness in a seasonally adjusted composite series is
the sum of squares of the first difference of the series. That is:

R, = I, (X, - X¢.1)? (7)

where ).(t is the series in question. The larger R, the rougher the series X or, equivalently the less
smooth.

The rationale of this measure is that the first difference filter removes most of the variations of long
periodicities (trend and cycle). Lothian and Morry (1977) have found that the R, measure is related
to the magnitude of the revisions in the seasonally adjusted series. The implicit definition of
smoothness of R,, however, excludes cycles of short periodicities and to compensate for this a
new measure of roughness R, based on the 13-term Henderson filter is given in Dagum (1979).
The R, measure is:

Ry = Z.(X, - th)z = Z, [(1- H)X ‘]2 (8)
where I-H is the complement of the Henderson filter.

These two measures, expressed as averages and, in percentages when the composition is
muftiplicative, have been incorporated in the X11ARIMA/80 program used for the direct and the
indirect seasonal adjustment of composite series. Generally, both measures give consistent results
in favouring one procedure over the other from the viewpoint of smoothness. However, this
consistency is not present when the composite series are strongly affected by cyclical variations
of short periodicity and, in such cases, R, should be preferred in deciding which of the two
procedures gives the smoothest seasonally adjusted data.

* This chapter is reproduced from the X11ARIMA Seasonal Adjustment Method by Dagum
(1980).
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3. NEW FEATURES OF THE X11ARIMA/88 SEASONAL ADJUSTMENT METHOD

Section 3.1. Introduction

In the decade of the eighties, several economic and institutional events have affected the pattern
of the time series components, consequently, new problems on the accuracy and usefulness of
the seasonally adjusted data emerged. Among these events, notable ones are the deep recession
of 1981 - 82; the introduction of new government regulations that enable business stores to be
open longer hours and/or Sunday, and the early arrival of Easter (1980, 1983, 1985, 1986 and
1888). To cope with these problems, a significant amount of research was carried out at the Time
Series Research and Analysis Division, that led to new developments and their implementation in

X11ARIMA/88.

The X11ARIMA/88 as the X11ARIMA developed by Dagum (1980) (here described in Chapters I
and |ll) performs three basic functions: (1) Forecasting; (2) Seasonal adjustment; and (3)
Composition of original and seasonally adjusted data. The new developments concerns the first
two key functions.

The new features of X11ARIMA/88 for its forecasting function are: 1) A new set of built-in ARIMA
models; 2) Variable forecast horizons; 3) Backcasts only for series shorter than 7 years; 4) New
levels of acceptance for the filting and extrapolation criteria; 5) Printing the autocorrelations -of
the residuals from the built-in ARIMA models; 6) Zero iteration for the parameter estimation of user-
supplied models; and 7) Automatic removal of trading-day variations and Easter effect (if present)
before ARIMA modelling.

The seasonal adjustment function of X11ARIMA/88 offers: (1) Estimation of Easter effects; (2)
Increased accuracy of the asymmetric Henderson trend-cycle filters; (3) Selection of the seasonal
filters by the default option based on a global seasonal irregular I/S ratio; (4) Re-scale of the
original series; (5) Temporary and permanent a-priori adjustment of original values; (6) Graphs of
the trading-day and irregulars by type of month; and (7) User-specified printouts.

Similarly to X11ARIMA/80, this new 1988 series can be applied in two different modes, namely,
(1) with ARIMA extrapolations (which is now the default option) and (2) without ARIMA
extrapolations. In the latter case, the estimates of the various time series components are close
but not necessarily equal to those obtained with the Method Il - X-11 Variant (Shiskin, Young and
Musgrave, 1967). The discrepancies are due mainly o differences in the identification and
replacement of extreme values and in the increased accuracy in the seasonal and trend-cycle
asymmetric filters.

Section 3.2 New Features in the Forecasting Function
A New Set of Built-in ARIMA Models
The‘major social and economic events of the early 80's made it necessary to assess the adequacy

of the built-in models in X11ARIMA/80. A study by Chiu, Higginson and Huot (1985) was
conducted on a sample of 190 seasonal series ending in 1983 and representing eleven sectors

of the Canadian economy.
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These authors evaluated the performance of a set of seven ARIMA models (including the three
available in X11ARIMA/80) according to the following eight criteria: mean absolute percentage
error of the forecasts for the last three years, the chi-square statistics for the randomness of the
residuals, under differencing, overdifferencing, stability, invertibility, correlation between parameters
and the presence of small parameter values. Although not mutually independent, these criteria
were useful to evaluate the goodness of fit and the forecasting performance for each model.

The study ranked the four first models as follows:

1-(0,1,1) (0,1,1)s
2-(0,1,2) (0,1,1)s
3-(2.1,0) (0,1,1)s
4 -(0,2,2) (0.1,1)s

These models are here expressed in the classical Box and Jenkins (1970) symbolic notation,
where p and P denote the number of the ordinary and seasonal autoregressive parameters,
respectively; q and Q denote the number of the ordinary and seasonal moving average
respectively; d and D denote the degree of the ordinary and seasonal differences, respectively.

The combined rate of success for the first three models varied from 97% for labour series to 21%
for external trade series. The rate was considered good, in general, given the fact that during
two of the three years tested, Canada suffered a severe recession. Furthermore, it was evident
that the rate of success of model (1) was much smaller than the rate obtained by Lothian and
Morry (1978) with series ending in 1977. The fourth model (0,2,2) (0,1,1) was found to fit well an
important class of series (series with a steep change in trend) that all the other models fit poorly
(similar conclusions were reached by Lothian and Morry, 1978).

The new experiment detected two other models, the (0,1,2) (0,1,1)s and the (2,1,0) (0,1,1)s as
good for extrapolation and fitting a large class of series. It was then decided to keep the currently
available three ARIMA models and add the two new models. The reason for keeping the (2,1,2)
(0,1,1)s model was its excellent performance for forecasting the data.

The availability of five models instead of three does not increase the cost of running X11ARIMA/88

because these models are tested sequentially in the order shown above being the (2,1,2) {0,1,1)
the last. In other words, if model (1) passes, then the program does not try the others, but if
mode! (1) fails, it tries model (2) and so on.

For the micro-computer version of X11ARIMA/88 the (2,1,2) (0,1,1) model is not automatically
tested because it augments too much the time taken by the other four models. It can always be
requested with the user-supplied model option it desired.

Variable Forecasting Horizon

This subroutine enables the user to select the lengths of the forecast horizon up to three years
(36 months or 12 quarters), the default option being one year. The length of the forecast horizon
is strongly tied to the problem of minimization of revisions due to filter changes which has been
extensively discussed by Dagum (1982.a, 1982.b) and Dagum and lLaniel (1987).

A study by Dagum (1982.c) addressed the problem of revisions of the concurrent and other non-
symmetlric fiters when one, two and three years of data are extrapolated from the three built-in
ARIMA models in X11ARIMA/80, namely, (0,1,1} (0,1,1),,; (0,2,2) (0,1,1);, and (2,1,2) (0.1,1);,

with several combinations of parameter values. She showed that the largest gain was obtained
with one year of extrapolated values; there was a small incremental gain if two years were used
and finally there was no gain going from two to three years. This study was extended for the
concurrent filter by Huot et als (1986) using four models, namely, (0,1,1) (0,1,1),,, (2,1,0) (0,1,1),2,
(0,1,2) (0,1,1);; and (0,2,2) (0,1,1),,. These authors investigated the effect of various forecast
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horizons on the total revisions for selected parameter values. Their results showed that the
optimal forecast horizon that minimizes filter revisions changes with the parameter values of the
model. Thus for the (0,1,1) (0,1,1),, where §=0.50 and ©=0.90, the filter revisions are minimized
for a forecast horizon of 24 months. On the other hand, for small values of O (say 0=0.40) the
forecast horizon should be shorter than a year. These results are in agreement with the fact that
the larger the value of Othe more stable the seasonal pattern is assumed to be and, consequently,
a longer forecast horizon is feasible.

Backcasting

Another modification introduced into the automatic ARIMA extrapolation option concerns
backcasting. The X11ARIMA/80 enabled the user to backcast one year of data for all series
shorter than 15 years. Backcasting improves the seasonal adjustment, in general, but introduces
permanent revisions of the estimated components at the beginning year of the series. Backcasting
also introduces revisions of current seasonally adjusted values for series of 8, 9 and 10 years. This
is due to the fact that the backcast values will change whenever the parameter values of the
ARIMA models change. An optimal trade-off in the sense that the advantages of backcasting
dominate the disadvantages was found for series shorter than 7 years where the use of
backcasting enables the application of symmetric filters to observations in the middle.

New Levels of Acceptance for the Criteria of Fitting and Forecasting

The criteria of fitting and extrapolation for the built-in ARIMA models introduced by Dagum (1981)
have been relaxed. The mean absolute percentage forecast error (MA.P.E) has been raised to
15% from 12% and the level of significance of the chi-squared distribution of the Ljung and Box
(1978) test for the randomness of the residuals is 5% instead of 10%. These changes in the level
of the acceptance criteria do not affect the advantages of using the ARIMA extrapolations but
enable a more frequent application of the automatic ARIMA options.

Autocorrelation Values of the Residuals

The autocorrelation values of the residuals from the ARIMA models of the automatic option are
printed up to a lag of two years.

This information_ is critical for the user who wishes to modify the ARIMA models that failed because
of a very low x? probability value or the presence of overdifferencing.

Zero RNeration for the Parameter Estimations of User-supplied Models

This option enables users to maintain the parameter values of their ARIMA models as estimated
by other computer programmes.

Automatic Removal of Trading-Day and Easter Effects Before the ARIMA Modelling

The estimations of trading-day variations by the X11ARIMA/88 program as described in Chapter
4 is based on a regression model developed by Young (1965) and is the same as that used by
X11ARIMA/80 and by Method II-X11 variant. Trading-day variations cannot be picked up by the
usual ARIMA models. Similarly, the estimation of Easter effects assumes a deterministic behaviour
that cannot be reflected by the ARIMA models. Consequently, these two sources of variations are
aulomatically removed from the original series before the ARIMA modelling {when applicable).
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Section 3.3. New Features in the Seasonal Adjustment Functions
Estimation of Easter Effects

X11ARIMA/80 does not provide an estimation of the effect of Easter on series affected by this
type of variation. Easter is a moving holiday associated with the calendar that can cause serious
distortions in month to month (also quarter to quarter) changes when it occurs in March or at the
very beginning of April. During this decade, Easter fell in March or during the first week of April
in 1980, 1983, 1985, 1986 and 1988. The very early arrival of Easter in March 1986, seriously
affected international trade series, particularly, imports where a large drop in March was followed
by an increase in April. This was caused by the fact that custom forms at the end of March were
processed in April because of the Easter closing of custom offices. The impact of Easter in this
case is immediate in the sense that only the holiday period displays a change of activity. To take
into account this type of effect the following model has been introduced in X11ARIMA/88.

E, = 1/2 £(2,) [ ie™M Y33+ “T,5) - iefA i§+1 T Tid) ) (3.1)
Ny n,
where
Z, = number of days between Easter Sunday in year i and March 22 (the earliest

possible Easter date)

HZ,)

1if 2, <9 (Easter falls in March)

K2Z,) = 0it 2, > 9 (Easter falls in April)

lj; = residuals estimated in first iteration of X11ARIMA/88
and assumed to be affected by Easter effect (E,); i
denotes year and j month of March (consequently
j+! denotes April)

ny = number of years when Easter fell in March;

n, = number of years when Easter fell in April.
There is another type of Easter effect which affects not only the holiday period but days
(sometimes weeks) before it. This type of gradual impact can occur in retail trade series such as

chocolates, flowers, women's clothing.

A model has been developed for this kind of Eastér effect but is not yet incorporated in
X11ARIMA/88 (see Dagum, Huot and Morry, 1988).

Increased Accuracy of the Asymmetric Henderson Filters

The weights of all asymmetric trend-cycle filters in X11ARIMA/80 are those of the Method Il - X-
11-Variant. These weights are given with three digits only and, thus, the degree of accuracy of
the estimates is limited. The reason for not using higher precision was the lack of documentation
on how these weights were derived by Shiskin, Young and Musgrave (1967).

A study by Laniel (1985) gives a formula that enables us to reproduce exactly the end-weights of

the 13-term Henderson filter as in the X-11-Variant and consequently, they can now be calculated
to any degree of precision. The formula used to obtain these weights is based on the
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minimization of the mean squared revision (MSR) between the final estimate (oblained by the
application of a symmetric filter) and the preliminary estimate (obtained by the application of an
asymmetric filter) subject to the constraint that the sum of the weights is equal to one. The
assumption made is that at the end of the series the sezasonally adjusted values are equal to a
linear trend-cycle plus a purely random irregular NID¥(0,¢°,). The equation used by Laniel (1985)

IS,

E(r,*™)* = ¢ (¢ - 27 hyy(8-3) + o'y 23 (hgy=hyy)?) (3.2.1)

where h,, and h,, are the weights of the symmetric (central) ﬁltei-r and the asymmetric filters,
respectively; h,,;=0 for j=-m,...,-i-1, ¢, is the slope of the line and o°, denotes the noise variance.

There is a relation between c, and az. such that,

I = 4021 a'l 2 (3.2.2)
C Cl B

The I/C noise to signal ratio in the Census X11 Variant and X11ARIMA/88 as well, determines jhe
length of the Henderson trend-cycle filter to be applied. Thus, setting t=0 and m=6 for the end
weights of the 13-term Henderson, we have,

Er'® = __a _ [(z* hy)?®+ 2 (he-hy)?) (3.2.3)
o w0 e

Making 1/C=3.5 (the most noisy situation where the 13-term Henderson is applied), Laniel (1985)
obtained the same set of end weights as those of Census X-11 variant. These end weights have
been calculated for the remaining Henderson filters using, for quarterly series 1/C=3.5 for the 5-
term filter and 1/C=7 for the 7-term filter; for monthly series I/C=.99 for the 9-term filter and
I/C=7 for the 23-term filter. These weights are now incorporated in the X11ARIMA/88 program.

Automatic Selection of the Default Seasonal Filters Based on the Global I/S Ratio

The X11ARIMA/80 computer program automatically selects a 5-term and a 7-term weighted
moving average (3X3m.a and 3X5m.a, respectively) as seasonal filters whenever the default option
is applied. However, Lothian (1984) has shown that depending on the moving seasonality ratio
(MSR) given by the global irregular-seasonal ratio value (I/S) printed in Table F-2, other seasonal
moving averages may be more appropriate for a given series. Lothian (1984) gives the following
ranges”

Range of the MSR(l/S) for Range of the MSR(I/S) for
Average series shorter than 15 yrs. series longer than 15 yrs.
3-term 0-2.3 0-2.1
3x3 2.34.1 2.1-3.8
3x5 4.1-5.2 3.8-5.0
3x9 5.2-6.5 5.0-6.9
Simple N-Term 6.5-7.1 6.9-7.1
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The problem of incorporating the above ranges in an automatic option is that of getting
unnecessary extra revisions for values near the boundaries. It suffices to have a few extreme
values not well identified and/or replaced to obtain I/S values that change significantly in very
short periods of time. In order to avoid this, the automatic selection of the seasonal moving

average is done as follows:

(1) The global I/S ratio is calculated using data that ends in the last full calendar year
available. This implies that the I/S ratio will not be changed when new observations are
added until a full year of data is completed.

(2) Bandwidths are used instead of the cut-off points given by Lothian (1984). Looking at
Figure | below the selection process is done as follows:

{a) If the global I/S ratio for the entire series up to and including the last whole year N, falls
in set A (I/S < 2.5) then a 3 X 3 m.a is applied; if in set C (3.5 < I/S <5.5) then a 3 X
5 ma is applied and if in set E (I/S > 6.5) then a 3 X 9 m.a is used.

(b) i the global I/S ratio for the entire series up to and including the last whole year falls
either in set B or D the last year of data is dropped and the I/S ratio is calculated
again to see whether it now falls in A, C or E. If the I/S ratio still falls in the sets B or

D, another year of data is dropped and IfS ratio is recalculated. This process is done
for the last five years and if the I/S ratio does not fall in A, C or E then the 3X5 m.a is

used.

Figure 1 - Criteria for the selection of the seasonal moving average by the default option

Years

1 l | | l
2 1 I I I

5 @3X3ma | | @3x5ma) | | @x9ma)

N-1 | I | |

N | | | |
Global /S Ratio 25 35 55 6.5

Similarly to the variable trend-cycle subroutine the automatic selection of the seasonal filters of the
default oplion operates only in Part D of the program. For Part B and C the same steps as in
11ARIMA/80 are followed. Furthermore, this new option does not apply for series shorter than
five full years.
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Re-scale of the Original Series
This option enables one to re-scale the values of the original series if they are too big or too small.
Temporary and Permanent a-Priorl Adjustments of Original Values

The X11ARIMA/80 enabled only temporary a priori adjustment of original values in the sense that
these adjustments were reintroduced in the final seasonally adjusted data. The major purpose
for having temporary a-priori replacement of original values is to provide a smoother input for

the estimation of the components.

There are cases, however, where it is convenient to have permanent a-priori adjustments of the
original values, for such cases, the permanent adjustments are not reintroduced in the final output.
This option enables one to keep a record of the permanent adjustments done to the original
series. It is very useful for series affected by Easter and other moving holidays, the effects of
which one does not want to appear in the final adjusted series. )

The new X11ARIMA/88 enables the use of each kind of a-priori modification.

Graphs of Trading-day and Irregular Variations by Type of Months
Optional graphs (G8) that plot the trading-day and irregulars for the 22 types of months are
incorporated in X11ARIMA/88. These graphs permit one to evaluate the adequacy of the daily
weights estimated by the program to produce reasonable trading-day variations for each month.
They aiso facilitate the detection of breaks in the pattern of the trading-day variations.
This option is not available in the microcomputer version of X11ARIMA/88.

User-Specified Printouts

This new option in X11ARIMA/88 enables the user to select the tables he/she wants to have
printed out with 2 maximum of twenty (20).
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4. EXAMPLE: SEASONAL ADJUSTMENT OF THE INDUSTRIAL PRODUCTION INDEX
OF THE BASQUE COUNTRY

The Industrial Production Index(IPI) is one of the most timpertant leading
economi¢c indicator of the Basque country,It represents the evolution of the
industrial sector of the Gross Domestic Product.The total 1ndex results from the
aggragation of various Laspeyres indices calculated for different industrial
products based on the industrral classification standards,

The IPI series covers the period January 1985-Apri) 1890 as shown in Table
A.1.Because this series is an index ,its seasonal adjustment 1s done using a
multipticative decomposition model.Furthermcore,given that the phenomenon under
question is the volume of industrial activities,we requested the estimation of
trading-day variations and their removal froum the original series,if present.
The corresponding Table A7 indicates that the presence of trading-day variations
15 significant.The daily welights are given in Table A BA which shows that the
days of higher industrial activities are wednesday,Friday and Sunday,beingMonday
the one with Towest activity.The estimated trading-day factors for each month
and each year are shown in Table A 8B.

Because we have requested the default option for seasonal adjustment together
with trading-day variations,the progran automatically estimates and removes the
latter before trying to test the five built-in ARIMA models.The program has
selected the (0,1,1)(0,1,7) mode! with the log transformation.The chi-squared
probabiiity value 1s 99.65% accepting Lthe null hypothesis of randomness of the
residuals.The mean absolute forecasting error, in percentage, is 2.52 for the
last three ysars .The values of the estimated parametars are 0.770 for the smal)
theta,1ndicating that the trend-cycle compunent s not strongly affected by the
innovations;and similarly,0.675 for capital theta, indicating that the seasonal
variations are rather stable,Al] the above 1nformation is given in Table AlS and
18 based on data that ended in December 1989,Based on information up to and
inciuding April 1990,the re~estimated parameters chanyed very little.

The F statistic for presence of seasonality printed in Table B 1 has a high vaiue
indicating that stable seasonality is present.This is confirmed ,later on, by
the values printed at the bottom of Table D8,
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Table C 17 shows that years 1986 anc 1989 have been most affected by extreme
values, in particular, the month of August has been hit in such a way that its
values have been given zero weight.The extreme values are given 1n Table C 20,
Based on the global 1/S ratio that is equal to 5,64,as shown in Table D 10,the
program automatically selected the 3x5 seasonal moving average to estimate the
final seasonal factors.The series adjusted fur seasonal vsariations and trading-
day variations is given in Table D 11 and the corresponding F values for presence

of residua) seasonality accepts the null hypothesis.

Table D 12 shows the final trend-cy:le estimates calculated with the 13-term
Henderson filter,automatically chosen by Lhe program, based on the 1/C ratio,
Table £ 4 shows that the ratios of the annual totals between tha original and
seasonally adjusted series are near to 100 as should be when seasonality is
rather stable.Tables £ 5 and E 6 give the month-Lo month changes 1n the original
and seasonally adjusted series,As expected,there 1s strong permanence of sign
for certain months 1in Table E 5§, an indication that seasonality 1is
present ,whereas the signs are more randomly behaved in the seasonally adjusted
series.

Table F 2 gives the summary measures and Table F 3 shows the monitoring and
guality assessment statistics.InF 2.A,we can see that the average percent change
without regard to sign for one month span of the original series 0 15 25.01 and
it is reduced to 2.3C after seasonally adjusting the series,This indi1cates that
the seasonal adjustment has significantly reduced the variation of the data.
Table F 2B shows that the greatest contributivn to the month to month percent
change in the original series is given by the seasonal vartations with
98.88,there is very littie due to the 1rregulars (0.82) and even less to the
trend-cycle (0.03).

The month for cyclical dominance (MCD) is equal to 5,but this high value s due
to the slow accumulation of the trend=cycle more than to the contribution of the
irregulars.

Except for M3,all the remaining monitoring measures are indicative of a good
seasonal adjustment.Once again,the failure of M3 is due to the slow change in
the trend=-cycle component and should not be a matter of concern.Finally the
overall Q statistic is accepted at the level of 0,29,

G 1 shows the graph of the original series and one year of extrapolated
values.Graph G 2 gives the seasonally adjusted values and the corresponding
crand eyele,The INI seems to havo boon etrongly affected by shart business ryrles
from 1985 ti1)) the end of 1987 when it increased sharply untill the beginning
of 1989 .G 3 shows the seasonal factors for each month over all the years,
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CLRACD LAFY LAFY DATE: JULY

G 1. CHART
(X} = B 1. ORIGINAL SERIES
{0) - E 1. ORIGINAL SERIES MODIFIED FOR EXTREMES WITH ZERO FINAL WEIGHTS
(#) - COINCIDENCE OF POINTS
{E) - ARIMA EXTRAPOLATION
SCALE-SEMI-LOG
33.5 44.9 58.9 78.2 103.7 137.5
JANBS . . . . » . .
FEBBS . . . .
MARSS . . . .
APR85 . . . .
MAYSS . . .
JUNBS
JuLes
AUGBS
SEP85
ocTes
NOVSS .
DECES .
JANBG .
FEBBG . .
MARS6 . .
APR86 . .
MAY86 . .
JUNBG . .
JuLse . .
AUGBE .X O
SEPB6 . .
0cT86 . .
NOV86 .
DEC86
JANB7?
FEBB7 .
MARS7 .
APRB7 .
MAYB7 .
JUN87
JuLaz . .
AUG87 . » . .
SEP87 . . .
ocT8?
NOV87
DECB7
JANBS
FEBBS
MARBS
APR8S
MAYBS
Jungs
JuLes
AUGSS
SEPE8
~ocres
=NOVEs .
DEC8S .
JANBY .

“ e e e
‘e oo oo e
e e e e e e e e e

x
x

e o 0 e

FEBBY . . .
MAR8BY .

APR89 .

MAY89

JUNBY .

JUuLs9 .

AUGB9 . 0 X
SEP89
ocrTa9
NOV89
DECB9
JAN9O
FEB9O
MAR90
APR90
MAY90
JUN9O
JUL9O
AUGY0
SEP90
0CcT90
NOV90
DEC90
JANI1
FEB91
MAR91
APR91

x

e s s e e o e s e @
m
m
s 4 4 a4 2 e s v e »

S I I R T T R T R S R R R R R I IR IR R R )

33.5 9.4 58.9 78.2 103.7 137.5



SERIES CAPY CAPY VAIL:

G 2. CHART

(X) = D11. FINAL SEASONALLY ADJUSTED SERIES

(0) - D12. FINAL TREND CYCLE

(#) = COINCIDENCE OF POINTS

SCALE~-SEMI-LOG
95.8 101.1 106.7 112.6 118.9 125.5
JANBS ., X 0 . . . . .
FEBBS . ox .
MARSS . 0 X
APRBS . 0
MAYB5
JUNSS
JULes
AUGSS
SEPES
ocTas
NOvas
DEC8S
JANSBS
FEBSBS
MARBS
APR86
MAY86 . X .
JUNB6 . 0. X .
JuLes . (o]
AUG86 . X ]
SEPB6 . 0. X
ocT86 . X o .
NOV86 . o X.
DEC86 . 0 X.
JANB?
FEB87
MAR87?7
APR87
MAY87
JUN87
JuLsz?
AUGS7
SEP87
ocTe7
NOove?
DEC87
JANBS
FEBSS
MARSS
APRS8S .
MAY88 . . . X0
JUNSS . . . 0 X .
JuLes . . . 0 X f
X

. . .

Y DR T
[-]

« + o s e e s+ s a2 & e =

x
. o0
o
T
o
x

s e e e e e

x
X 0000*x

x

AUGSS . . . X )
SEP8S . . . . .
ocTes . . . * .

Noves . . . . ox .
-DECE8 . . . . X 0
JANBY . . . . o X .
FEBBY . . . . 0 .ox

MARSY .
APR8Y9 .
MAYS89 .
JUNBY9
JUuLs9
AUGB9
SEP89
ocT89
NOV89
DEC89
JAN9O
FEB90
MARS0O
APR90

x
o0

. X

e« e s s s s 2 e e e =

. . . X. 0
T T e R R R DS

95.8 101.1 106.7 112.6 118.9 125.5
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